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Abstract. A web server is a computer with special software to host web pages and web 

applications.  A computer that provides Web services and pages to intranet and  internet users. 

A Web server is a program that, using the client/server model and the World Wide Web's 

Hypertext Transfer Protocol (HTTP), serves the files that form Web pages to Web users (whose 

computers contain HTTP clients that forward their requests). Client starvation is one of the 

problems which will affect the response time for the client when issuing a request. A web server 

serves web pages to clients across the Internet or an Intranet.  The web server hosts the pages, 

scripts, programs, and multimedia files and serves them using HTTP, a protocol designed to send 

files to web browsers and other protocols.  Multithreading is a powerful tool for improving the 

performance of web servers. It allows a single processor to execute multiple tasks 

simultaneously, thus increasing the speed and efficiency of the server. By utilizing multiple 

threads, web servers can process multiple requests at the same time, resulting in faster response 

times and improved performance. Multithreading also allows web servers to handle more 

requests at once, which can lead to improved scalability. 

This study presents to show the difference between Multi- Thread  and None Multi-Thread 

Systems using a web server program representing the client that generates a request to the 

server. The Server that responsible for accepting and handling clients’ requests. The results 

analysis and discussions are provided in section 5. 
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1  Introduction 

In the past few years, the World Wide Web has experienced phenomenal growth. Not only are millions 

browsing the Web, but hundreds of new Web sites are added each day [1]. 

A web server is a computer with special software to host web pages and web applications. A computer that 

provides Web services and pages to intranet and Internet users. A web server serves web pages to clients across 

the Internet or an Intranet. The web server hosts the pages, scripts, programs, and multimedia files and serves 

them using HTTP, a protocol designed to send files to web browsers and other protocols. 

Web servers approach this boundary response times to increase suddenly toward infinity, disabling the server; 

but limiting the server's simultaneous connections prevents this problem [2]. 

Threads: A piece of code that runs concurrently with other threads. Each thread is a statically ordered sequence 

of instructions. Threads are being extensively used express concurrency on both single and multiprocessor 

machines. 

Programming a task having multiple threads of control  Multithreading or Multithreaded Programming. 
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Threads can be helpful within servers: Concurrent processing of client requests can reduce the tendency for 

servers to become a bottleneck. • E.g. one thread can process a client’s request while a second thread serving 

another request waits for disk access to complete. 

Multithreading is a process of executing multiple tasks simultaneously on a single processor. It is a way of 

dividing a single task into multiple threads, which can then be executed in parallel. Each thread is assigned a 

specific task, and the processor can switch between threads to execute them in parallel. This allows the 

processor to execute multiple tasks at the same time, resulting in improved performance. 

Multithreading can provide a number of benefits to web servers. It can improve the performance of the server 

by allowing it to process multiple requests at the same time. This can result in faster response times and 

improved scalability. Additionally, multithreading can help reduce the amount of memory and resources used 

by the server, resulting in improved efficiency. 

Multithreading can also help improve the user experience. By allowing the server to process multiple requests 

at the same time, users can experience faster response times and improved performance. This can lead to a 

better overall user experience, as users will be able to access the content they need more quickly. 

When implementing multithreading on a web server, it is important to consider the performance and scalability 

of the server. It is also important to ensure that the code is written in a way that takes advantage of the 

multithreading capabilities. Additionally, it is important to ensure that the server is configured correctly to 

support multithreading. 

Overall, multithreading can be a powerful tool for improving the performance of web servers. By utilizing 

multiple threads, web servers can process multiple requests at the same time, resulting in faster response times 

and improved performance. Additionally, multithreading can help reduce the amount of memory and resources 

used by the server, resulting in improved efficiency. 

2 Web Server Architectures 

Generally, an HTTP server consists of six request processing steps. The first step is the accept client 

connection, which accepts an incoming connection from a client based on the socket operations. Second, the 

read request operation reads and parses an HTTP request from the client’s connection. Third, the find file 

operation checks whether the requested file exists in the file system, and the client has appropriate permissions. 

Fourth, the send response header step sends an HTTP response header to the client through a socket connection. 

Next, the read file operation reads the requested data from the file system or from the memory cache. Finally, 

the send data step transmits the requested content to the client. Especially, for larger files, the read file and send 

data steps are repeated (shown by the self loop in Fig.1) until all of the requested contents are transmitted [3]. 

Four HTTP server architectures have been proposed in the literature as shown in Fig.1. The Multi-Process 

(MP) model, as shown in Fig.1 (a), has a process pool and each process is assigned to execute the basic steps 

associated with servicing a request. Since multiple processes are employed, many HTTP requests can be served 

concurrently. However, the disadvantage of this model is the difficulty to share any global information (e.g.: 

shared cache information) among the processes, since each process has its own private address. An MP-based 

Web server needs more memory to maintain the same cache size per process compared to other server models. 

Thus, the overall performance of this model is expected to be lower than that of other models [4, 5]. 

The Multi-Thread (MT) model, in the other hand, consists of multiple kernel threads with a single shared 

address space. In Fig.1 (b), each thread takes care of a client’s request and performs the request processing 

steps independently. The advantage of this model is that the threads can share any global information. 

Especially, the data cache is shared among all threads. However, not all Operating Systems (OSs) support 

kernel threads, and sharing the data cache information among many threads may lead to high synchronization 

overhead. The widely used Apache Web server was originally designed as an MP model. Later, it is enhanced 

to support both MP and MT models, since the MT model tends to yield better performance than the MP model 

[6]. 

Next, Fig1 (c) shows a Single-Process Event-Driven (SPED) Web server architecture that uses non-blocking 

I/O operations. SPED can avoid context-switching and synchronization overheads among threads or processes, 

because it is a single Web server process. This model is implemented by the Zeus Technology [7]. However, 

the non-blocking I/O operations in this model are actually blocked [3] when it performs disk-related operations 

due to the limitations of current OSs. This is the reason why SPED doesn’t show better results than the MT 

model for disk-bound workload [3]. 

The last architecture is the Asynchronous Multi-Process Event-Driven (AMPED) model [3], which has been 

proposed to alleviate the weakness of the SPED model. Fig1 (d) depicts the AMPED server architecture, which 

consists of one main Web server process and multiple helper processes to mainly handle I/O operations. As 
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this model has multiple helper processes to serve disk-oriented requests, the main Web server process only 

serves cache-hit requests. If there is a cache miss, the main process forwards the request to a helper process, 

and then, the helper process fetches the data from the disk and sends it back to the main process by Inter-

Process Communication (IPC). Especially, using the mmap operation in the AMPED model, additional data 

copying between a Web server and the helper processes can be removed. 

 

Fig.1. Web Server Architectures 

 

Table 1, illustrates compute the cache overhead to maintain  the cache information in each server architecture 

when system memory size is known[8]. 

 

Table 1: cache overhead in Web Server Architectures 

Web Server Architecture cache overhead (Bytes) 

Multi-Process Model file entries × 850 × N × P 

Multi-Thread Model file entries × 850 + T × 25K 

Single-Process Event-Driven Model file entries × 850 × N 

Asynchronous Multi-Process Event-Driven Model file entries × 850 × N + 3M × N 

 

where file entries is the number of cached files, N is the number of processing elements, P is the number of 

Web server processes per processing element, and T is the total number of threads. 

 

3  Literature Review 

Web server vendors are quite happy to extol the performance virtues of their products, and industry 

professionals abound with theories about how to serve data faster; but these virtues and theories are generally 

based upon anecdotal evidence, gut instinct, or narrow empirical evidence that has little general utility[2]. 

Generally, an HTTP server consists of six request-processing steps. The first step is the accept client 

connection, which accepts an incoming connection from a client based on the socket operations. Second, the 

read request operation reads and parses an HTTP request from the client’s connection. Third, the find file 

operation checks whether the requested file exists in the file system, and the client has appropriate permissions. 

Fourth, the send response header step sends an HTTP response header to the client through a socket connection. 

Next, the read file operation reads the requested data from the file system or the memory cache. Finally, the 

send data step transmits the requested content to the client. Especially, for larger files, the read file and send 

data steps are repeated [3]. In Fig.2, each thread takes care of a client’s request and performs the request 

https://tu.edu.ly/


www.tu.edu.ly   Available at                                                                      2022-Open Access. LRN 293 .TUJES 4 

 

processing steps independently. The advantage of this model is that the threads can share any global 

information[6]. 

 

Fig.2. Multi-Thread (MT) Model 

  

Many programming languages e.g. C & C++, Java [9,10] Python have been supporting multi- Thread solutions 

for a long time. Java has built-in thread support for Multithreading (Synchronization -Thread Scheduling).  

Java provides built in multithreading . Fig.3 illustrate diagram showing the Life cycle of a thread. 

A thread-safe library guarantees to solve the race condition problem even when it is used by multiple threads 

concurrently [11]. 

 

 

 

Fig. 3.State diagram showing the Life cycle of a thread 

 

With multi-core CPUs becoming widespread, one way to increase performance is to split the workload between 

multiple threads and achieve parallel computing [12]. 

The authors concluded that the best method to determine the ideal number of workers is to use performance 

monitoring that can detect real time changes in shared resources and if workers are overloading the CPU [13]. 

Consist of a variety of different Web browsers running on various hardware platforms and connected to the 

Internet at several different speeds [14,15]. 
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Evaluating and measuring the performance of web servers has been the subject of much recent 

research. Banga and Druschel [16] proposed a method to generate heavy concurrent traffic that  has a temporal 

behavior similar to that of real Web traffic. They also measured the overload behavior of a web server and 

throughput under bursty condition. Arlitt and Williamson [17] characterized several aspects of web server 

workloads such as reference locality, request file type and size distribution. Almeida and Yates [18] provided 

a tool called Web Monitor to measure activity and resource consumption both within the kernel and in HTTP 

processes running in user space. 

Fundamental to the goal of improving web server performance is a solid understanding of behavior of web 

servers. A number of performance studies on web server  performance have been recently reported in the 

literature [16,17,18,19]. 

 

4  Methodology: 

4.1  System Architecture 

This system consists of two Multi-Thread programs. 

• The First one represents the client that generates a request (50,100,200, and 500) to the server. 

• The Server that is responsible for accepting and handling client requests. 

• Do the same traffic load on a system without threading.  

 

4.2  Performance Metrics: 

4.2.1 Execution Time : The Time needed to receive all files requested by the Clients. 

 

4.2.2 CPU Time: is the amount of time for which a central processing unit (CPU) was used for processing 

instructions of a computer program or operating system. 

4.2.3 Response Time:  includes the time taken to transmit the inquiry, process it by the computer, and 

transmit the response back to the terminal. ( It refers to the amount of time the server takes to return 

the results of a request to the user). 

 

5  Results and  Discussion 

The performed experiment on a Multi-Thread  java application server. Java was one of the first languages 

to make multithreading easily available to developers. Java had multithreading capabilities from the very 

beginning. 

The results from Fig.4 , Fig.5 and Fig. 6 show the results between (Multi-Thread and None Multi-Thread 

Systems) represent the client that generates a request (50,100,200, and 500) to the server. In Fig.4 show The 

Execution Time is expressed in requests per second, and as a function of the simultaneous user sessions within 

the server when running with different number of requests.  also  Multi-Thread needs more time for receive all 

requests.  

Noticed how the server’s CPU time scale according to the number of available Requests. Results in Fig.5 

show when the number of request  increases the CPU time increased in both (None Multi Thread than Multi-

Thread), also Multi-Thread system needs more CPU time. In Fig.6 show  response time: the time taken to 

attend the client request and send the response to it. Notice that the time unit used to define this measure is the 

second. Also, and like the above metric, represent the response time for each case, illustrating the performance 

obtained with different requests. In Fig.6, the response time begins to grow When the number of request  

increases in both (None Multi-Thread than Multi-Thread). 
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Fig. 4.  Execution Time for Multi-Thread and None Multi-Thread 

 

Fig. 5. CPU  time for Multi-Thread and None Multi-Thread 

 

 

Fig. 6 . Response time for Multi-Thread and None Multi-Thread 
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6   Conclusion and Future Work   6  

Above results illustrate for this study can be summarized as follows: 

 Multi-Thread system  needs more time receive all files requested by the Clients.  

 Multi-Thread system needs more CPU time. 

 Multi-Thread  can  improve the response time of the clients . 

Future work should focus on using other Performance metrics (e.g. Memory Utilization ,IO Utilization) and  

test the System on Heterogeneous  environment .  
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